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Abstract
In this article we propose a methodology based on fuzzing to test
which features are supported by pasers and register an experiment
applying thismethodology to SystemVerilog-consuming tools. Sys-
temVerilog is a hardware description, specification and verification
language widely used in hardware design, and with an active stan-
dard committee. Most SystemVerilog-consuming tools have incom-
plete support and support additional features. These tools do not
provide the list of features they support, so identifying commonly
supported SystemVerilog features is complicated. This hinders de-
sign portability and tool interoperability. We think current efforts
to test these tools’ feature support are insufficient. All of the previ-
ous points justify why SystemVerilog-consuming tools are a good
candidate for our methodology. We also provide the first (to our
knowledge) open-source parser and fuzzer for Verilog with full
support and compliance with the 2005 standard.

CCS Concepts
• Software and its engineering→ Software testing and debug-
ging; Parsers; •Hardware→Hardware description languages
and compilation.
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1 Introduction
In this article we propose a methodology based on fuzzing to test
which features are supported by parsers. We also propose an ex-
periment applying this methodology to test language support of
SystemVerilog-consuming tools. We think these tools are particu-
larly suited to test this methodology because SystemVerilog is still
a relevant language used in a fragmented ecosystem of tools.
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SystemVerilog is a widely used hardware description, specifica-
tion and verification language [4] with an active standardisation
committee. Most ASIC and FPGA designs on the market use some
Verilog or SystemVerilog [13]. Except in the previous sentence, in
this article SystemVerilog will refer to the language as a whole
whereas Verilog will specifically refer to the IEEE 1364-2005 [3]
standard of Verilog. The recent SystemVerilog standards are size-
able, and most SystemVerilog-consuming tools either do not sup-
port it entirely or support additional non-standard features. This
is not helped by the lack of available open-source SystemVerilog
designs reflecting industry practices. On top of that, most tools do
not provide the list of language features they support. Therefore,
identifying commonly supported language features is complicated.
This is a long-standing issue for design portability and tool inter-
operability, forcing some users to stick to outdated standards, as
underlined last year by the technical chair of the IEEE SystemVer-
ilog Working Group committee:

“Many users avoid adopting SystemVerilog because
feature support from different tools and vendors of
the rapidly changing LRM1] had been so inconsistent.
To this day, people continue using Verilog-1995 syn-
tax and avoid using features added by Verilog-2001
(e.g., ANSI-style ports and the power operator).” –
Dave Rich, Technical chair of the IEEE SystemVerilog
Working Group committee [29]

Knowing the state of support for SystemVerilog in widely used
commercial tools would make it possible to know a safe common
subset of supported language features. This safe common subset of
the language would have several benefits:
• It would make it easier for people to write hardware designs

in a subset of the language supported bymost tools, and less
restrictive than the original IEEE 1364-1995 standard [2, 29].
• It could help to direct development effort of open-source

tools to reach feature parity with commercial tools.
• It would help choosing a feature set for bug-finding cam-

paigns [19, 36] and formalisation efforts [24].
• Awareness of the state of support of the language could help

tool developers make their tool be inter-operable with other
SystemVerilog-consuming tools.

Some efforts have already been made to document feature sup-
port of SystemVerilog-consuming tools. The only project we know
of is Sv-Tests [6] by CHIPS Alliance. It benchmarks many open-
source tools according to which features of the language they sup-
port. It is useful to track lacking features of existing open-source
parsers and to identify the most compliant available open-source

1Language Reference Manual, called “standard” in this article.
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parsers so that new tools can choose an existing parser to extend
or use as a reference to build their own. However the lack of any
systematic testing means they missed some bugs we were able to
quickly identify in a pilot experiment, even for the most compliant
parser they feature. This also includes non corner-case bugs in cat-
egories for which Sv-Tests reports full support, such as the follow-
ing bug we found in the escaped identifier support of Surelog [12].

Example. The following testcase:
module \monkaS ;
endmodule

should be accepted, but is rejected because of the capital ‘S’ at
the end of “\monkaS”. The cause of this bug is in the grammar
used by Surelog’s parser:

ESCAPED_IDENTIFIER: '\\' [WS\r\t\n]*? WS;
WS: [ ]+;

The problem is that instead of excluding white spaces from
the character-set after the backslash, the grammar excludes
the characters ‘W’ and ‘S’.

The lack of compliant parsers and the fact that the standard’s
BNF is difficult to interpret means that extending or using as refer-
ence another parser will lead to more parsers with compliance is-
sues.Therefore a fully compliant and open-source reference parser
like the one we implemented to run our pilot experiment could be
helpful to implement correct tools. This is especially true for tools
like linters, code transformation tools, and fuzzing tools, which
work with arbitrary code and require full language support.

In this study, we plan to partially automate feature testing of
many commercial and open-source SystemVerilog-consuming tools
using fuzzing. To that end, in Section 2 we explain how we plan to
use several fuzzing techniques on these tools’ parsers to test the
parsers’ accepted language constructs. Then in Section 3 we de-
scribe a pilot experiment which helped design and justify the fea-
sibility of the experiment we plan to run. Finally in Section 5 we
discuss about limitations of our experiments, potential solutions
and future directions we will not be exploring.

In summary, the contributions of this paper are:
(1) A way of using fuzzing to partially automate testing lan-

guages features supported by a parser for which expected
support differs significantly from a reference.

(2) A planned experiment in which we will apply this method-
ology on SystemVerilog-consuming tools.

(3) The first (to our knowledge) implementation of a fully com-
pliant open-source reference Verilog parser2.

2 Planned Experiment
2.1 ResearchQuestions
For a feature to be supported it needs to be parsed, its semantics
interpreted correctly, and any processing done with it to not be
buggy. The first step is correct parsing and this can be tested with
fuzzing. In particular grammar based fuzzing seems fit for this pur-
pose. Testing any subsequent part in the support of a feature needs

2https://github.com/ymherklotz/verismith

a purpose built tool which requires more effort. To avoid wasting
effort, testing that the feature is parsed is an obvious first step.
Therefore our first idea to test the SystemVerilog features of a tool
is to use fuzzing in a context-free grammar-based-like way. We are
not sure context-free grammar fuzzing will be sufficient because
the SystemVerilog language is not context-free.

RQ1: Is context-free grammar fuzzing suitable to test supported
features?

To answer this question we will run grammar based fuzzers to
provide inputs to several SystemVerilog-consuming tools. If the
fuzzing campaign is unable to find more bugs because the parsing
steps completes without any error related to parsing and the pars-
ing covered the whole input then context-free grammar fuzzing is
suitable. We consider the parsing covered the whole input if there
are signs of unsuccessful processing other than parsing (like typ-
ing errors) on the whole input, or without that, if mutating any
part of the input to make it invalid triggers a parsing error. On the
other hand if we reach a point in the fuzzing campaign at which,
to keep getting parser errors we need to add context awareness to
the fuzzing tool, then context-free grammar fuzzing is unsuitable.

Another promising method which may outperform fuzzing for
this task is systematic testing. The main advantage of systematic
testing is its ability to achieve high coverage of a grammar. The
choice of the coveragemetrics is important as inputs areminimised
when no increase in coverage is expected.

RQ2: Is systematic testing suitable to test supported features?
To answer this question we will perform the same test as grammar-
based fuzzing using tRibble [18], a grammar-based systematic test-
ing software using 𝑘-path coverage as its coveragemetrics.Wewill
compare this solution to fuzzing in terms of bugs found.

Out of this fuzzing campaign we should be able to get a list of
unsupported inputs for each tool. We are interested in a subset
of SystemVerilog supported by all the tested tools. Deriving this
subset should be a matter of reducing the language grammar to
not describe any unsupported input:

RQ3: Is a list of non-compliances to the standard enough to
derive a useful subset of the language supported by all tools?

The empty input is valid SystemVerilog so there is always a com-
mon subset of the language supported by all tools. We are more
interested in knowing what can be expressed by this subset. This
subset should provide the ability to express sequential and combi-
national designs. In particular if the subset can be used to encode
and synthesise any finite-state machine then we will consider the
subset useful.

All of the grammar-based fuzzingmethods described before should
only find valid inputs rejected by the tools’ parsers. To find invalid
but accepted inputs we need the ability to generate slightly invalid
inputs. This is a generally a hard task because for an invalid input
to be accepted, it needs to produce a valid sequence of tokens, and
changing some characters in this sequence would make the input
rejected. If the number of these characters is 𝑛 then the probability
of finding such an input by random exploration is usually on the
order of #{𝑐ℎ𝑎𝑟𝑎𝑐𝑡𝑒𝑟𝑠}−𝑛 . To avoid relying on this probability, cur-
rent approaches generally rely onmutating inputs with knowledge
such as coverage, input grammar or valid tokens.

https://github.com/ymherklotz/verismith
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One of these approaches is a recentwork by Bendrissou et al. [20].
They try with their tool called GmutatoR to generate slightly in-
valid inputs by mutating a reference grammar then using the mu-
tated grammar to generate inputs. These inputs are then also mu-
tated in a classical way to increase diversity.This approach is more
likely to succeed because differences between the accepted inputs
and the reference grammar often lies in human error, interpreta-
tion and relaxation of the grammar rules which is a part of what
GmutatoR attempts. Other mutation they attempt is adding alter-
natives to terminals and non-terminals.This mutation is also likely
to succeed because it leads to token replacement and often lan-
guage extensions follow the logic of pre-existing rules but with
different keywords. This is especially relevant to us as they also
mutate the generated inputs so new keywords are likely to be dis-
covered and lead to accepted inputs. However thismight not be suf-
ficient as finding new keywords by chance suffers from the same
unlikely probability problems as generating a correct invalid input.

RQ4: Is grammarmutation able to find significant non-standard
features supported by parsers?

To answer this question we will compare the log files produced by
a reference parser and the parser of the tool-under-test. We will
consider the answer to RQ3 positive if grammarmutation produces
an input which fulfils one of the following conditions:

(1) The input is rejected by the reference parser but accepted
by the tool’s parser.

(2) The input makes the tool’s parser leak in its log file a gram-
mar rule which is not compliant with the standard.

(3) The input contains a token which is rejected by the refer-
ence parser but accepted by the tool’s parser, which can be
detected by reading the log files.

2.2 Methodology
Our experiment will consist of two fuzzing campaigns, that we
call acceptance testing and rejection testing. In each of these cam-
paigns wewill log all behaviour not conforming to the standard we
encounter and classify them as non-compliance if the behaviour
happens at the parsing stage.Wewill check whether the behaviour
is acknowledged as a deviation from the standard in the official
documentation, error message or code. If so the non-compliance
will be considered ”flagged as not supported”, otherwise we will
report the behaviour. Additionally we will record time taken by
the campaigns except for the bug reduction time which will be
reported separately to not give an unfair advantage to later exper-
iments when comparing the different methodologies. We will also
report on developer’s willingness to fix the issues for all reported
behaviours and the frequent root causes of non-compliances if iden-
tified.

In both these fuzz-testing campaigns, deciding whether parsing
has been successful is complicated. One reason for that is most
tools do not provide a simple way to run only their parser. This is
especially true for closed-source tools for which there is no simple
way to insert code to interrupt file processing after parsing. The
other reason is that there might not be a clear-cut distinction be-
tween preprocessing, lexing, parsing and the rest of the processing
done on the input. (We consider context-dependent checks such as
definedness checks or type checking to not be part of parsing even

Grammar Input generator Verilog Parser

LogHuman

Unsupported features

failure

Figure 1: Acceptance testing overview

if they are performed during the parsing phase.)Therefore the way
we decide if a parser succeeds is one of the following:
• If the tool is open-source then wemodify it so that its return

code indicates success when the parsing step is successful.
This involves for instance disabling definedness checks and
type checking performed at the parsing step, even if this
prevents the tool from building an AST.
• If a tool is closed-source and its parser can be run on its

own then we do the following. If the return code of that
parser indicates succeeds then parsing succeded. Otherwise
the same process as the one applied to closed-source tools
without standalone parsers is applied.
• If a tool is closed-source and its parser cannot be run on its

own, then a human inspects the log file and decides whether
the failure is due to the parsing step or other processing. We
do so without previous filtering or preprocessing because
only failure could be filtered and in case of failure the log
needs to be examined anyways to determine the root cause.

Acceptance testing is similar to a standard fuzzing campaign. It
is explained in Section 2.3 and illustrated in Figure 1. Its first goal
is to under-approximate the input grammar of the tool-under-test,
that is to describe all standard compliant inputs that the tool-under-
test accepts. To do that we find all standard compliant inputs the
tool is supposed to accept but rejects, and remove the part of a
standard compliant grammar describing them. After this fuzzing
campaign we will have a grammar describing the maximal subset
of the standard which is accepted by each tool. We will try to use
these grammars to deduce a common subset of Verilog supported
by all the tools and to make a list of common non-compliances.
The subset will be useful for the second goal of acceptance testing.
The second goal is to create a benchmarkmade of minimal test files
similarly to those of Sv-Tests to test which features are supported
by each tool. These test files will be minimal in the sense that the
grammar-coverage of each file should beminimal, and features out-
side the subset supported by all tool should be avoided unless they
are strictly necessary. We intend to contribute these files to Sv-
Tests to make them publicly available and so that the anonymised
tools’ benchmark can be reproduced.

Rejection testing is similar to the work of Bendrissou et al. on
Grammar Mutation [10]. It is explained in Section 2.4 and illus-
trated in Figure 2. Its goal is to find accepted inputs that the tool-
under-test is supposed to reject. This campaign has to be run af-
ter acceptance testing because their technique grows the set of in-
puts described by the grammar, so it has to start from an under-
approximation.
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Table 1: Tools to test

Tool name Tool category Source availability
ANTLR4 SystemVerilog [8] Grammar Open-source
ANTLR4 Verilog [9] Grammar Open-source
ANTLR4_SystemVerilog_Parser [15] Grammar Open-source
Conformal Equivalence checker Proprietary (Cadence)
Diamond FPGA synthesiser Proprietary (Lattice)
Formalpro Equivalence checker Proprietary (Siemens)
Genus ASIC synthesiser Proprietary (Cadence)
hdlConvertor [1] Converter between several HDL Open-source
Icarus Verilog [35] Simulator Open-source
Jasper Property checker Proprietary (Cadence)
Leonardo Spectrum Generic synthesiser Proprietary (Siemens)
Moore [30] Compiler Open-source
Oasys-RTL ASIC synthesiser Proprietary (Siemens)
Quartus FPGA synthesiser Proprietary (Intel/Altera)
Questasim/Modelsim Simulator Proprietary (Siemens)
Surelog [12] Parser Open-source
Slang [27] Parser Open-source
sv-parser [16] Parsing library Open-source
sv2v [32] SystemVerilog to Verilog converter Open-source
Tree-sitter-verilog [11] tree-sitter syntax file Open-source
Verible [23] Multitool Open-source
Verific Parser Proprietary
Verilator [33] Simulator Open-source
Verismith [19] Parser & Fuzzer Open-source
Vivado FPGA synthesiser Proprietary (AMD/Xilinx)
Xcelium Parallel Logic Simulation simulator Proprietary (Cadence)
Yosys [31] Generic synthesiser Open-source

Grammar GmutatoR

Mutant grammarGRammaRinatoRVerilog

Mutant Verilog

Reference parsers Parser under test

LogDisagree?

Additional features

yes

Figure 2: Rejection testing overview

We plan to test all tools listed in Table 1 unless we encounter
licensing issues. Most of these tools expect SystemVerilog as input
but some provide a Verilog mode that we will use. Indeed the fuzz-
testing campaigns will be based on the IEEE 1364-2005 version of
the standard but without the compiler directives that a preprocess-
ing step can eliminate. We chose this version because:
• it is a well-defined subset with an associated standard that

we can refer to,
• it is still widely used and relevant [13] even if superseded,

• it is almost a subset of the latest IEEE 1800-2023 [4] stan-
dard3, and
• its size still allows a single person to write a fully compliant

grammar within a reasonable time frame.

Inputs exposing a parser non-compliance in both fuzzing cam-
paigns are used to identify non-compliances in the tools-under-
test. This identification is done by a human using error message
guidance, source code inspection and input file reduction. We re-
duce inputs either by using C-Reduce [28] with a script to reject un-
interesting reduction candidates early, or by using Perses [34] with
the grammar used to generate the input.When using C-Reduce, un-
interesting candidates are rejected if we fail to parse themwith the
grammar from which the failed test was generated or fail to parse
them with the Verismith parser, our fully compliant parser. This
helps speeding up the reduction with closed source programs by
avoiding their startup and licence checking time.

2.3 Acceptance Testing
The acceptance testing part of our experiment will be similar to
standard fuzz-testing campaigns. A fuzz-testing pass will consist

3There are exceptions such as the removed supply0 and supply1 wire types, and
planned for depreciation defparam statements.
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of the following steps illustrated in Figure 1: A Verilog input is gen-
erated for each Verilog-consuming tool using the Verismith fuzzer,
GRammaRinatoR [20], a state of the art grammar based fuzzer, and
tRibble [18], a grammar-based systematic testing input genera-
tor based on 𝑘-path coverage. The generated inputs are passed to
various Verilog consuming tools. The test fails if the parser fails.
Failed tests are checked by a human to determine what unsup-
ported feature caused the test to fail. This is a standard part of any
fuzzing campaign which claims to report bugs and can be tackled
as explained at the end of Section 2.2. The unsupported features
are logged and disabled for the specific tool not supporting them
in the input generation tools to prevent their generation in the
next passes. This is also a standard part of black-box fuzzing be-
cause fuzzer tend to trigger the same few bugs until the genera-
tion parameters are changed. In our case, disabling a feature can
be done by changing the configuration of probability distributions
and changing the grammar used for generation. If some context
awareness is needed, it can be added in Verismith and some may
be added in GRammaRinatoR. In case it cannot be done in GRam-
maRinatoR, and no grammar change can be used to work around
the unsupported feature, GRammaRinatoR will be disabled for the
following passes. This fuzzing campaign will continue until no test
fails or until a feature cannot be disabled and further testing cannot
continue without it being disabled.

One reason to use a bespoke tool like Verismith is the flexibility
offered by a familiar code base.This familiarity allows us to quickly
modify the source code. We may modify the source code to work
around bugs and non-compliances, and to test new ideas. One idea
tested in Verismith is the use of different random distribution for
the choice made during random generation. Another advantage of
a bespoke tool is to implement tooling to help the fuzzing without
having to consider how the tool would have to work on general
grammars. We expect this to be useful to increase coverage to a
similar level to what is achievable by tRibble.

2.4 Rejection Testing
The rejection testing part of our experiment will use the grammar
mutation technique from Bendrissou et al. [10]. A fuzz-testing pass
will consist of the following steps illustrated in Figure 2: For all
tools, mutant grammars are generated by GmutatoR [10]. These
grammars are used by GRammaRinatoR to generate big enough
inputs in sufficient number to try to exercise the mutated parts.
The inputs are passed to various Verilog-consuming tools. It is
also passed to a reference Verilog parser and several SystemVerilog
parsers to know whether it is supposed to be accepted or rejected.
A test is failed depending on which parsers accepted and rejected
the input. For each failed test the failure cause is investigated and
logged.

A test accepted by a tool can fall into three categories: valid
Verilog, valid SystemVerilog, invalid SystemVerilog. We are inter-
ested in invalid SystemVerilog inputs accepted by the tools, and
valid SystemVerilog if the tool provides a Verilog mode. To dis-
criminate tests in the first category we run a preprocessor then
the Verismith parser. Discriminating between the second and third
category is more complicated as no tool is fully compliant with Sys-
temVerilog and all of the tool we run are also tested. We therefore

Table 2: Pilot experiment short results

Tool name Fuzzing status
Conformal Abandoned (wrong setup)
Formalpro 3 non-compliances and 1 bug
Icarus Verilog 5 non-compliance

+ 2 flagged as not supported
Jasper Abandoned (uninformative log file)
Leonardo Spectrum 4 non-compliances
Oasys-RTL Abandoned (uninformative log file)
Quartus 2 non-compliances
Questasim/Modelsim 5 non-compliances
Surelog 5 non-compliances
Slang 3 non-compliances
sv2v 3 non-compliances
Verible 3 non-compliances
Verific Abandoned (uninformative log file)
Verilator 13 non-compliances
Vivado 4 non-compliances
Yosys 2 non-compliances

flagged as not supported

do differential-testing with two of the most compliant SystemVer-
ilog parsers we have available. The first parser is Verific, the most
compliant industrial SystemVerilog parser. We chose it because it
seems to be the most compliant SystemVerilog parser we know of.
The second parser is ANTLR with the open-source ANTLR Sys-
temVerilog Grammar. We chose it because it covers the full lan-
guage and is the easiest to modify.The ease to modify matters to be
able to quickly improve compliance when both reference parsers
disagree. If they both accept the input the input is considered valid
SystemVerilog, if they both reject the input the input is considered
invalid SystemVerilog, if they disagree a human is used to decide
after examining the log produced by all the parsers.

3 Pilot Experiment
We ran a pilot experiment to prepare the grounds and test the vi-
ability of our planned experiment. This pilot experiment used the
same methodology as acceptance testing with several key differ-
ences:

(1) inputs are generated only with the Verismith fuzzer,
(2) we tested a restricted set of tools listed in Table 2,
(3) open-source tools were not modified to stop after parsing,

and
(4) we used only C-Reduce to reduce test cases.

The reason we only used Verismith is that we already implemented
the grammar fuzzing part to test its parser and make sure it is fully-
compliant. The reasons we tested a limited set of tools are that we
did not yet gather a full list of tools, we did not install all of them,
and we did not want to put unnecessary effort if the experiment
would yield uninteresting results. The reason we did not modify
open source tools is because we did not want to put the effort if
the experiment would yield uninteresting results.

The goals we tried to achieve with this pilot experiment were:
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(1) prepare an infrastructure to fuzz SystemVerilog-consuming
tools,

(2) test the compliance of some open-source Verilog grammars,
(3) ensure grammar-based fuzzing is able to find non-compliance,

and
(4) ensure the Verismith parser, AST and fuzzer are fully-compliant.

The steps to run this fuzzing fuzzing campaign and how we ap-
proached them are described in the rest of this section.

3.1 Preliminary Work
To prepare for the pilot experiment we had some preliminary work
onVerismith.We implemented its newVerilog parser, prettyprinter,
and AST with the goal of them being fully compliant.

The Verilog parser is able to parse all valid Verilog and reject all
invalid Verilog in strict mode. It is also able to accept some invalid
but commonly considered valid Verilog outside strict mode but we
will not be using it in our experiments.The parser produces an AST
which encodes all language constructs described in the input with-
out encoding which way these language constructs are expressed
in the output. For instance there are two way to express module
ports in Verilog but the AST type unifies both so the parser does
not record which one is used in the input.

The AST type is exactly able to encode all language constructs
described in the standard and no more. The prettyprinter is able
to print all AST, and by doing so it only produces valid Verilog.
These last two features are relevant for the pilot experiment as the
way out tool generates inputs is by randomly walking its AST type
and printing the generated AST. The random walk is controlled
by probability distributions, which are exposed as configuration
options. The probability distribution available provide flexibility
through several distribution families like geometric and Poisson
distributions.

Walking recursive AST node types can lead to non-termination
if not handled properly. To avoid non-termination and limit the
size of the generated input, instead of opting for a hard depth limit,
we opted for an attenuation factor which reduces the weight of
non-terminals.This attenuation factor is updated by a user-set con-
stant to the power of the number of children nodes. This ensures
that deeper recursive AST become exponentially unlikely, so it lim-
its depth like a hard depth limit. But unlike a hard depth limit it also
limits width by ensuring that wider recursive AST become expo-
nentially unlikely.

The prettyprinter cannot print every valid Verilog. In particu-
lar the prettyprinter cannot produce the compiler directives which
can be eliminated by a preprocessing step and therefore the gener-
ated inputs should not exercise the tool-under-test’s preprocessor.
To add variety to the prettyprinter output some command line flags
are available and, when different ways of printing an AST node are
available, the one which conditions are the most restrictive and sat-
isfied is chosen.

To disable the generation of features we provide a configuration
to change the probability distribution of the random walk in the
AST type. If the configuration is not available we can also modify
the code to add and expose the necessary configuration. On top
of that the prettyprinter provides flags to circumvent bugs in the
tools-under-test’s parsers.

3.2 Setup
Before being able to run the pilot experiment, some implementa-
tion work was necessary to setup the tools and infrastructure. The
setup for the tools consisted of installing all the tools, ensuring
their license are valid and accepted, setting-up an environment
in which they can run, writing a script to run their parser on a
file, and extracting an informative log file. The infrastructure coor-
dinates the execution of a fuzz testing pass while solving several
challenges:

(1) Process should be parallelised to save time, especially license
checking time.

(2) Parallelisation of that many tools requires limitation of re-
sources such as concurrent processes and run-time of a sin-
gle process.

(3) Some of these tools do not allow several instances to run
at the same time so number of concurrent instances of the
same tool is also a resource to manage.

(4) Some processes can fail in a non fatal way, we should be
able to restart them.

(5) Our servers crashed many times in the weeks prior to the
experiment, so we should have checkpoints.

(6) All programsmay not run on the samemachine, sowe should
be able to interrupt a run and continue it on a different ma-
chine.

Algorithm 1: Process forest scheduling
Input: forest, resc
running← ∅
to_retry← ∅
repeat

foreach ⟨proc, tree⟩ ∈ running do
if proc is done then

running← running \ {⟨proc, tree⟩}
resc ← resc + resources(root(tree))
if return_code(proc) is special then

to_retry← to_retry ∪ {tree}
else if return_code(proc) is success then

forest ←
forest ∪ on_success(tree)∪ on_end(tree)

else
forest ←
forest ∪ on_failure(tree)∪ on_end(tree)

checkpoint(running, forest, to_retry)
foreach tree ∈ forest do

if resources(root(tree)) ≤ resc then
forest ← forest \ {tree}
running← running ∪
{⟨launch(process(root(tree))), tree⟩}

resc ← resc − resources(root(tree))
wait_until_a_process_finishes(running)

until running = ∅

Our solution to tackle these challenges is to express the tasks to
perform in a fuzzing pass as a forest of rooted trees. The algorithm



Automated Feature Testing of Verilog Parsers using Fuzzing (Registered Report) FUZZING ’24, September 16, 2024, Vienna, Austria

we use to schedule and run the forest is similar to Algorithm 1.
The nodes of the trees are annotated with a process to run, the re-
sources necessary to run the process, and an optional timeout. A
node can have arbitrarily many children classified into three cate-
gories: run on success, run on failure, run on end. This way of ex-
pressing the fuzzing pass allows isolating critical parts requiring
limited or potentially unavailable resources, like an exclusive tool
license preventing several instances to run or a specific version
of libgcc, from the parts which can be freely run and parallelised.
Therefore this tackles the first three challenges.

The fourth challenge is tackled by filtering special return codes
and adding the tree associated to the process of interest to a list of
trees to retry later.The fifth challenge is tackled by serialising4 to a
file the forest left to run, the currently running trees, and the trees
to retry. The sixth challenge is tackled by changing the available
resources depending on which machine the algorithm is run and
by exiting when no process can be run anymore.

3.3 Applying Changes for the Next Pass
After each tool is run on a single input, a log file is recorded and
all other files are cleaned up. These log files are examined to de-
termine whether parsing was successful. If parsing failed the log
file is examined to list potential parsing errors. Each parsing error
is investigated in isolation to determine a root cause. This investi-
gation is helped with reducers and source-code examination. Re-
duction candidates are validated by the Verismith parser to ensure
compliance and avoid startup time before being passed to the tool-
under-test if the parsing succeeded.The reduced files are manually
checked for compliance as the root cause of the failure could lie in
Verismith not being fully-compliant. After the root cause of the
error under investigation is determined, we either fix Verismith or
are add an entry explaining the error to the list of non-compliances.
The list of non-compliances also records if there was some devel-
oper acknowledgement of the feature not being supported either
in the error message or in the source code.

The list of non-compliance is then used to disable the generation
of further test that would fail for the same reason.This can be done
because we identified the root cause of the issue and because the
fuzzing tool we use provides means to do it.There are several ways
our fuzzer allows disabling the generation of some files:

The first one is by setting to 0 the probability associated to the
generation of specificAST nodes.Thismethod is very coarse grained
as the probability distribution are usually shared between all occur-
rences of an AST node type. If changing the probability distribu-
tionwould disable the generation of files that would not trigger the
error then we try the second way. The second way is to duplicate
code and expose the necessary configuration to set the probabil-
ity of generating the AST node of concern to 0. This method is fine
grained but as the AST is not a concrete syntax tree, some language
constructs cannot be disabled this way andwe have to try our third
option. The third way of disabling the generation of some inputs
is by adding a flag to change the code emitted by the prettyprinter
and working around the problematic generation when the flag is
present.

4Processes are specified as command lines, so they can be easily serialised.

We did not encounter non-compliances which required more
than these three methods to prevent triggering. We did find a bug
which requires context awareness to not be triggered. Adding some
context awareness can be done by changing the AST generation al-
gorithm. And if all previous methods fail, we can process and/or
filter inputs after their generation but before they are given to the
tool-under-test.

3.4 Preliminary Results
The results are summarised in Table 2. This table reports if the tool
didn’t get tested and the reason, or a number of bugs and non-
compliances and how many of these non-compliances were self-
reported as non supported (as defined in Section 3.3). We had to
give up testing some tools because the obtained log files were miss-
ing (Conformal) or did not allow us to pinpoint the unsupported
feature with our methodology (Jasper, Oasys-RTL, Verific).

A non-compliance represents a family of failing inputswhich ac-
cording to the standard should be accepted. The counting of these
non-compliance is somewhat arbitrary as a family of inputs can
be arbitrary, but we tried to make these family focus on a part of a
rule in the Verilog BNFwhich can be distinguished from other non-
compliances. For instance the rule used by Surelog’s parser in the
example in the introduction contains two non-compliances. The
first one is explained in the introduction. The second one is that an
escaped identifier should be able to be followed by a space charac-
ter, a tabulation character, a newline character or a fromfeed char-
acter; whereas this rule only accepts space characters. These two
non-compliances are considered distinct because they are about
different parts of the same rule. The first one is about the charac-
ter class to which the Kleene star is applied, and the second one is
about the character(s) after the Kleene star.

As expected most tools do not support all features from a 20
years old standard. According to licensing termswe cannot publish
benchmark results for the closed source tools so we will not report
individual results. The most common non-compliances we found
were about escaped identifiers. Of these non-compliances, the two
common were the Kleene star replaced by a Kleene plus and the
preprocessor replacingwhat it considered a comment or a compiler
directives inside escaped identifiers.

These results points toward the ability of fuzzing to find non-
compliances in parsers. However some engineering work is still
needed to proceed with our planned experiment. This engineer-
ing work includes installing, interfacing and getting licenses for
all the missing tools, fixing and adapting the only Verilog grammar
we found to use with GRammaRinatoR and GmutatoR, and inter-
facing each open-source tool with a compatible coverage-guided
fuzzer.

Aside from the fuzzing campaign, we only found one candidate
grammar for Verilog and this candidate is not compliant either. We
did not find that out by running our fuzzer but by reading the gram-
mar itself. This read revealed that the grammar assumes all com-
piler directives can be eliminated by a processing step which is
not true: The standard specifies that some of compiler directives
do not impact the semantics, but also allows tools have a different
(unspecified) behaviour if they are used. We will therefore have to
adapt this grammar before running our planned experiment.
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4 Related Work
Our work relies on several previous work: Acceptance testing re-
lies GRammaRinatoR for input generation but we could have used
any other black-box grammar-based fuzzer [14, 17, 20, 21] and on
tRibble [18] for the systematic input generation based on 𝑘-path
coverage. GRammaRinatoR was chosen because it is considered a
state of the art grammar-based fuzzer and it is able to work with
ANTLR grammars. tRibble was chosen because 𝑘-path coverage
is more general than production coverage, which is 1-path cover-
age. Even though tRibble does not support ANTLR grammar, we
will try to use it because we found bugs in our preliminary experi-
ment that systematic testing based on production coverage would
be unable to find. Rejection testing relies on input mutation from
GmutatoR [10].

The closest work to ours is Sv-Tests [6], a project by CHIPS
Alliance, which benchmarks many open-source tools according to
which features of the SystemVerilog standard they support. These
tests are come from several sources: some are extracted from the
language referencemanual, some are taken fromopen-source tools’
test suites, some are open-source hardware designs, and some are
contributed by users. A great amount of manual work is required
to categorise them, minimise them, and ensure their compliance.
On top of that they lack any kind of systematic testing which is
our novelty compared to this work. In particular we were able to
quickly identify bugs that they missed with our pilot experiment,
even for the most compliant parser they feature.

Sv-Tests tests only a limited set of tools, all open-source, and
they do not attempt to exercise or list additional non-standard fea-
tures. In some contexts, non-standard features are not perceived
as an issue, but they do hinder design portability. On the other
hand, if there are widely-supported non-standard features, then
their identification can impact on future standardisation efforts.

Other SystemVerilog sources which can be used to perform fea-
ture testing include:

• SystemVerilog benchmark suites [5, 7, 25]. They are usually
realistic or challenging files which test what people actually
use and exercise the preprocessor. However they are not al-
ways standard compliant and use macros which values are
stored in an external and non portable manner. This pre-
vents these benchmark suites from being used for feature
testing.
• Test files from open source tools. They are minimised to test

specific features in a controlled manner. They usually cover
more features at the expense of having a single test for each
feature. They are not always standard compliant.
• Existing Verilog fuzzers [19, 36]. The existing ones are de-

signed to fuzz features that the tools are able to parse be-
cause finding parsing bugs is not their focus. Therefore they
are mostly useless for us.

To automate testing with existing inputs we need to know what
part of the SystemVerilog grammar they cover so a compliant Sys-
temVerilog grammar is still necessary. Grammar coverage give an
approximation the real inputs covered, but the gap can be closed by
existing mutation fuzzing tools. Even without mutation, we think

these sources are a valuable way of finding parser bugs and com-
pliance issues and used them to that end on a previous version of
the Verismith parser.

There are other work similar to ours but not focused on Verilog.
Kim et al. [22] build an input grammar by intercepting calls to C
string manipulation functions. Their grammar is way simpler than
the Verilog grammar and most tool use parser generator which
may not rely on string manipulation functions.

5 Discussion
We think rejection testing can be improved by adding a feature in
one of the tools we use. The main problem to overcome with rejec-
tion testing is that generating slightly invalid but accepted inputs
is unlikely. We chose to use GmutatoR because it should focus on
producing likely accepted invalid inputs. To generate these inputs
it first generates a mutant grammar, but then there is no mecha-
nism to ensure that files produced with this grammar could not
have been generated with the original grammar. Such a mecha-
nism would avoid the generation of inputs which acceptance is
already known, which would save time and increase fuzzing effi-
ciency.

This feature could especially be useful because GRammaRina-
toR is unlikely to reach a mutated rule under several uses of the
Kleene operator. The way Kleene operator are handled leads the
number of repetitions to follow a geometric distribution. The pro-
duction of 0 repetitions is more likely than any other number of
repetition which prevents the generation of an input featuring the
repeated rule. A rule under 𝑛 uses of the Kleene operator will be
reached with probability (1 − 𝑝)𝑛 where 𝑝 is the probability of
stopping generation at 0 repetitions. Aworkaroundwould be choos-
ing a small 𝑝 at the expense of producing huge inputs because
the expected number of repetition is 1

𝑝 . This issue could solved by
choosing other distributions for Kleene operators such as a Poisson
distribution. The Verismith fuzzer provides the ability to choose
the probability distribution of Kleene operators and many more
things between varied families of distributions.

The process of growing an under-approximation of the accepted
inputs could also be improved by using the messages in the log
files produced by parsers. Instead of relying on acceptance of an
input which is unlikely with mutations, messages such as “At line
X, column Y: invalid token Z” and “At line X, column Y: Expected
tokenA, tokenB, …” can be exploited to know whether a mutation
is interesting. Even though they all indicate a failure, the position
of the failure is of prime interest because these parsers usually pro-
cess inputs in only one direction5. All the mutations that happened
before the point of failure were therefore successful. On top of that
token lists like in the second example message can be exploited
to discover new tokens which can be added to a dictionary. This
could be used for black-box fuzzing to improve automation pro-
vided token position from the parser can be exploited which can
be complicated because of tabulation characters. In the cases ex-
ploiting these error messages also require editing the parser’s code
then they would have no interest because it is no longer black-box
fuzzing, and coverage-guided techniques will likely be better.

5with potential backtracking
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Full automation of feature testing might be achievable using
coverage-guided fuzzing. It is not a black-box fuzzing technique so
it is not applicable to closed source tools. Testing coverage-guided
fuzzing is still interesting as an experiment to increase automation
of the technique as much as possible. It would involve changing
the code of the tool-under-test to isolate the parsing step. Input on
which the tool’s parser fails but a fully-compliant parser succeeds
are inputs we are searching for in acceptance testing, while inputs
on which the tool’s parser succeeds but a fully-compliant parser
fails are inputs we are searching for in rejection testing. If from
these inputs we can edit a grammar to make it describe what the
tools accepts then we consider that feature testing can indeed be
automated fully with coverage-guided fuzzing. We know there is
work on deducing a grammar from a set of inputs but we do not
know if there is work on editing a approximation of a grammar
given a set of inputs.

A lot of effort put in our experiment goes into dealing with the
quirks of black-box fuzzing on closed-source tools with restrictive
licensing. We think there is still a lot of possible improvements
given enough engineering time. One area of improvement is the
glue between the fuzzing script and the tools. We settled with run-
ning tools in parallel to save on license checking time, but a better
solution might have been writing a software server which starts
the tool and performs an action to force a license check. This soft-
ware server would then run the tool on provided inputs while en-
suring it stays gets to a proper state before processing the next
input. This is feasible and could even be worth on unreliable physi-
cal servers like ours which crash from time to time and need these
software servers to be restarted.

Another area of improvement is the adequacy of closed-source
parser with our definition of parsing. Even though their license for-
bid reverse engineering, a judgement of the Court of Justice of the
European Union [26] clarifies that for the purpose of fixing bugs
and interoperability we can reverse engineer and modify the code
of these tools. So we are allowed to insert breakpoints in binaries
and disable functions like we would do for open-source tools67.
This would allows greater automation of our technique, and other
previously non black-box fuzzing methodology to be significantly
improved.
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