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ABSTRACT
In high-level synthesis, scheduling is the process that determines the start time of each operation in hardware. A hardware design can be scheduled either at compile time (static), run time (dynamic), or both. Recent research has shown that combining dynamic and static scheduling can achieve high performance and small area. However, there is still a challenge to determine which part to schedule statically and which part dynamically. An inappropriate choice can lead to suboptimal design quality. This paper proposes a heuristic-driven approach to automatically determine ‘static islands’ – i.e., code regions that are amenable for static scheduling. Over a set of benchmarks where our approach is applicable, we show that our tool can achieve on average a 3.8-fold reduction in area combined with a 13% performance boost through automatic identification and synthesis of static islands from fully dynamically scheduled circuits. The performance of the resulting hardware is close to optimum (as determined by an exhaustive enumeration of all possible static islands).
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1 INTRODUCTION
High-level synthesis (HLS) is a process that automatically transforms programs in a high-level language like C/C++ into hardware descriptions in a low-level language like Verilog/VHDL. HLS tools ideally allow software engineers without hardware background to program custom hardware to achieve high performance. As a promising trend in recent years, various HLS tools have been developed in both academia, such as LegUp from the University of Toronto [5], Dynamic from EPFL [32], and industry, such as Xilinx Vivado/Vitis HLS [48], Intel’s HLS Compiler [28], Catapult HLS from Mentor [10] and Stratus HLS from Cadence [41].

Still, it remains the case that automatically synthesising high performance and area-efficient hardware from arbitrary high-level programs is challenging. To tackle this problem, techniques have been proposed to produce optimised hardware architectures for specific domains, such as image processing [42, 49], deep learning [39, 47, 51] and other matrix computation-based applications [21]. However, users of these tools are still required to have hardware background to write efficient code for optimal performance. The problem remains unsolved for general applications due to the presence of complex control flow that can only be partially parallelised [34].

Scheduling is one of the main steps in HLS. It determines the start time of each operation in the input code. Static scheduling enables high area efficiency, and dynamic scheduling enables high performance. Our prior work known as ‘DASS’ [12] combines the best of both worlds by supporting statically scheduled (SS) hardware that forms internal components, named static islands, within dynamically scheduled (DS) hardware. However, this work left it to the user to determine which pieces of code in an arbitrary program should form the static islands and which parts should be dynamically scheduled. The primary contribution of this paper, then, is a heuristic-driven technique for finding good static islands in arbitrary code.

Our secondary contribution has to do with how these static islands, once identified, are interfaced with the surrounding DS...
circuit. Prior work assumes that when a static island has multiple inputs, all inputs are required at the start of computation [12]. This assumption can lead to observable inefficiency in the final circuit, because if some inputs are valid before the others, they must be held until the others are valid too, even if some of the static island’s computation could proceed using only those inputs that are valid. We remove this assumption made in [12], and demonstrate that doing so can lead to a 2.6× speedup. As an analogy, we can imagine a timing diagram with time on the vertical axis and resource on the horizontal axis. In such a picture, the static islands introduced in [12] can be thought of as rectangles (where all the inputs are aligned on the top edge). Meanwhile, the static islands in this work have a less regular shape. We refer to the process of ‘derectangularising’ the islands as finessing them, because it is our method for squeezing better performance out of them.

Taken together, our two contributions extend the state of the art in HLS by automating the choice between static and dynamic scheduling and efficiently synthesising hardware that combines both scheduling approaches. In summary, this paper presents:

- a technique that finds an optimised allocation of static islands by analysing the features of each code region and evaluating the hardware performance by different scheduling strategies (1 and 2 in Figure 1),
- an automated HLS pass that calls the commercial tool Xilinx Vitis HLS to efficiently synthesise static islands with high performance by supporting non-simultaneous inputs (3, 4 and 5 in Figure 1), and
- analysis and results showing that the proposed approach achieves on average a 3.8-fold reduction in area combined with a 13% performance boost through automatic identification and synthesis of static islands compared to fully dynamically scheduled circuits. Compared to the fastest designs discovered via exhaustive search, our approach generates designs that are within 2% of the performance.
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Figure 2: A normalised transformation kernel as a motivating example. There are 102 possible selections of static islands, and most of them lie at the top right of the figure (big & slow). The polynomial expression on line 10 and the loop named loop_1 should be synthesised as two static islands. Automatically determining the optimal selection is challenging.

### Table 1: Comparison between our approach and baselines using static scheduling or dynamic scheduling only.

<table>
<thead>
<tr>
<th></th>
<th>LUTs</th>
<th>DSPs</th>
<th>Cycles</th>
<th>Fmax (MHz)</th>
<th>Time (μs)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Vitis HLS</td>
<td>1614</td>
<td>5</td>
<td>12327</td>
<td>120</td>
<td>102</td>
</tr>
<tr>
<td>Dynamic</td>
<td>21290</td>
<td>20</td>
<td>6079</td>
<td>90</td>
<td>68</td>
</tr>
<tr>
<td>Our work</td>
<td>2860</td>
<td>7</td>
<td>6703</td>
<td>106</td>
<td>63</td>
</tr>
</tbody>
</table>

The rest of our paper is organised as follows. Section 2 gives a motivating example to illustrate the challenge in selecting scheduling approaches. Section 3 presents background in scheduling in HLS and related works. Section 4 formalises the problem and presents a tool to automatically find good static islands. Section 5 evaluates the effectiveness of our tool on a set of benchmarks.

## 2 MOTIVATING EXAMPLE

In this section, we use a motivating example to demonstrate the challenge in selecting code regions for static scheduling within dynamic surroundings. Figure 2a shows a code example to be scheduled and synthesised. In the code, a loop named loop_0 loads an array element a[i] and adds a Horner-style polynomial evaluated at a[i] onto a variable named weight if the array element is less than 1. The value of weight is then used in a subsequent loop named loop_1 for the transformation of array r.
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Figure 2b shows the corresponding data flow graph assuming it is fully dynamically scheduled using the approach presented in [32]. Recent work [12] proposes to statically schedule part of the data flow graph as individual static islands, indicated as dotted circles, for resource sharing inside each island. Combining dynamic and static scheduling techniques onto a single circuit can achieve both high performance and area efficiency. Dynamic scheduling is beneficial for input-dependent control flows, such as the if condition in loop_0, while static scheduling is beneficial for predictable data
flow, such as the polynomial expression on line 10. The goal of our work is to determine all the best possible static islands under given performance constraints and efficiently synthesise them.

Automatically determining static islands is challenging. We enumerate all the possible sets of (non-overlapping) subgraphs (each of which must have at least two instructions to be worth statically scheduling) from the graph in Figure 2b, resulting in 102 designs in Figure 2c. The design that only uses dynamic scheduling is at the bottom right of the figure; it has low latency but large area. The design that only uses static scheduling is at the left of the figure; it has higher latency but smaller area. The other designs use both approaches, with different code regions using different approaches. Some designs perform much worse than either fully static or fully dynamic scheduling. For instance, the design at the top right of the figure has high latency and large area. This motivates us to formalise and automate the search for code features that are amenable for static scheduling as part of a fully-automated tool flow.

For this example, our tool suggests to statically schedule the polynomial expression on line 10 and the entire loop_1 as shown in Figure 2b. This results in a design with similar performance to the DS design but similar area to the SS design, as indicated in Figure 2c. The absolute results are shown in Table 1.

The selection suggested by our tool results in a high-quality design for three reasons. First, the synthesised design still computes at a high throughput because the input-dependent if statement remains dynamically scheduled. Second, DSPs are significantly reduced due to resource sharing in the polynomial expression. Finally, instead of using area-expensive load-store queues (LSQs) to handle inter-iteration memory dependence for dynamic scheduling, statically scheduling loop_1 saves many LUTs and still achieves the same throughput. In the rest of this paper, we will explain in detail how these features are modelled and optimised by our tool.

3 BACKGROUND
This section first reviews static scheduling and dynamic scheduling in HLS. Then we compare existing works on combining static and dynamic scheduling with our work. Finally, related works on module selection and optimisation are also reviewed.

3.1 Static Scheduling
Static scheduling is a process to determine the start time of each operation in the input program at compile time [27]. In static scheduling, the input code is translated into a control- and data-flow graph (CDFG) [18]. A CDFG has two levels. At the higher level, the graph illustrates control flows of a program. Each vertex represents a basic block (BB) in the code, and each edge represents a control transition between two BBs. Each of these vertices corresponds to a subgraph at the lower level. Each subgraph vertex represents an operation, and each edge between these vertices represents a data dependence between two operations. Given a CDFG, a static scheduler determines the start and end clock cycles of each operation in the CDFG, under which the control flow, data dependencies, and constraints on latency and hardware resources, are all satisfied.

One of the most commonly used static scheduling techniques is to formulate and solve the problem as a system of difference constraints (SDC) [16]. This approach is used in popular HLS tools such as Vitis HLS [48] and LegUp [5]. This approach to scheduling has also been extended to pipelining to achieve high throughput loops and functions [4, 50].

A static scheduler can achieve efficient resource optimisation since the whole schedule is predictable at compile time. However, this methodology does not suit programs with input-dependent control flow. In this case, the scheduler has to assume the worst case to ensure correct results at the price of performance compared to dynamic scheduling.

3.2 Dynamic Scheduling
Dynamic scheduling is a process that schedules operations at run-time. Initial work on synthesising DS hardware from a high-level language proposed a framework for automatically mapping an occam program into a synchronous hardware netlist [26]. This work was later extended to a commercial language named Handel-C [11]. Venkataramani et al. [45] propose a framework that automatically transforms a C program into an asynchronous circuit. They implement each node in a data flow graph of Pegasus [3] into a pipeline stage. Recent work [32] proposes an HLS tool named Dynamatic that generates synchronous dataflow circuits from C code. Dynamatic takes arbitrary input code, automatically exploits the parallelism of the hardware and uses handshake signals for dynamic scheduling to achieve high throughput. This approach is also realised in an MLIR-based HLS flow named CIRCT [17].

As formalised by Carloni et al. [7], dynamic scheduling extends the CDFG of the input code into a hardware-like data flow graph. In the data flow graph, each vertex represents a pre-defined hardware component, and each edge represents a handshake connection between two components. Apart from the operations that are directly mapped from the code, a set of elastic operations are placed in the data flow graph to achieve parallelism.

In this paper, we use Dynamatic HLS to generate DS hardware. Here we introduce a few elastic operations in Dynamatic that are related to our analysis:

1. A merge receives an item of input data from one of its multiple predecessors, with a pre-defined priority order, and forwards it to its single successor.
2. A mux is similar to a merge but the input data is chosen based on the select bit.
3. A branch passes a piece of data to one of its two successors, depending on the input condition.

One difficulty in dynamic scheduling is scheduling memory accesses. CIRCT forces the memory accesses to be carried out in the same order as the program order, at the price of no memory parallelism. Dynamatic uses generic LSQs [31, 33] to monitor and schedule memory accesses at run-time.

Compared to static scheduling, dynamic scheduling enables earlier computation of an operation based on the presence of its input data, which can have better performance. However, resource optimisation is challenging since the hardware behaviour is unknown at compile time, resulting in lower area efficiency.

3.3 Combining Dynamic & Static Scheduling
Combining dynamic and static scheduling can balance the trade-off between performance and area. There are works that extend static
scheduling to support dynamic mechanisms for custom features. Alle et al. [2] and Liu et al. [36] propose a source-to-source transformation technique to enable run-time selection among multiple schedules based on certain rules. Tan et al. [44] propose a tool flow named ElasticFlow to optimise pipelining of irregular loop nests that have dynamically-bound inner loops. Dai et al. [19, 20] propose pipeline flushing for high throughput of the pipeline and dynamic hazard detection circuitry for speculation in specific applications. These works are still restricted by the conservatism of static scheduling and the hardware performance is still limited for general cases, such as complex memory accesses or control flows.

Extending dynamic scheduling to support SS components is also popular. Carloni [6] describes how to encapsulate static modules into a latency-insensitive system. This approach is realised in an HLS tool named DASS that supports SS circuits inside a DS circuit [12]. DASS still requires manual selection of the code regions as static components. In CIRCT [17], an MLIR dialect named StaticLogic is implemented with a pass as an initial step that automatically extracts the non-elastic operations from the code. However, that MLIR pass only analyses the code at instruction level and cannot recognise whether a loop should be statically scheduled. Also, the hardware synthesis of StaticLogic is not supported. We automate the process of finding these SS components at both instruction level and loop level, and synthesise them into efficient hardware. In this paper, we extend the open-source DASS tool, but our approach can be equally applied to other tool flows such as CIRCT.

3.4 Module Selection & Optimisation in HLS
Module selection is a process to select an optimal module design among a set of choices with the same functionality to improve performance or area. Module selection in HLS has been widely studied. Ishikawa and Micheli [29] propose a module selection algorithm that optimises the schedules of hardware with a finite set of predefined components. Ahmad et al. [1] present a problem-space genetic algorithm for static scheduling. Ito et al. [30] propose an ILP-based model for optimising the schedule of data flow architecture. Sun et al. [43] combine the module selection and resource sharing in design exploration. Cong et al. [15] propose an ILP-based scheduling including module selection for streaming applications. However, these approaches all target SS hardware only. The behaviour of DS surroundings can be unpredictable, and these methods cannot be applied without assuming the worst-case computation.

In dynamic scheduling, latency-insensitive system graphs (lis-graphs) are used for hardware optimisation, such as loop pipelining, re-timing and buffering [8, 9, 14, 40]. This is extended to marked graphs in HLS tools like Dynamatic [32]. Cheng et al. [13] propose a Petri net-based technique to optimise the initiation interval (II) of each SS component in a DS circuit. In pipelining, an II is defined as the number of clock cycles between the start times of two consecutive iterations. However, none of these works optimise the offsets of component ports. Our work optimises the offsets of static islands to achieve better performance (explained in Section 4.3).

4 METHODOLOGY
This section shows how to determine good static islands for minimal performance loss and maximal resource sharing. Resources in a static island can only be shared inside the static island due to dynamic behaviour in its surroundings. The scheduler can determine the states of a static island once the island starts to compute, but it cannot determine when it starts in relation to other static islands. Therefore, a larger static island contains more resources to share and can achieve higher area efficiency. However, if a large static island contains data-dependent operations, the conservatism in static scheduling may cause performance loss and violate the performance constraints.

In order to automatically determine these optimally sized static islands, we first summarise the fundamental features of code that are amenable for static scheduling. Based on these features, we then show how our tool extracts static islands. Next, we illustrate how to optimise the interface between static islands and their DS surroundings for high performance. Finally, we demonstrate the complete tool flow integrated into DASS.

4.1 Features Amenable for Static Scheduling
In general, static scheduling is optimal if the code behaviour is fully predictable, otherwise the scheduler always assumes the worst case in time. A code region that is amenable for static scheduling should satisfy following conditions:

1. Code should have no data-dependent control flow, or only have data-dependent control flow where all control flow paths have the same throughput.
2. If code contains loops, each loop should have no inter-iteration dependence, or only have inter-iteration dependences with constant dependence distances.

For these code regions, the timing of the synthesised hardware is predictable in clock cycles, that is, the SS design can achieve the same throughput as the DS design. The features that are amenable for static scheduling by Vitis HLS are explained later.

4.2 Constructing Static Islands
Constructing static islands is a two-step process, one targeting high-level operations in loops and the other targeting low-level operations in instructions. For each function, if the function contains loops, our analyser first checks whether a loop can be statically scheduled. If it can, our tool identifies the whole loop as a static island. Otherwise, our analyser checks instructions in the function/loop body and constructs static islands in the form of groups of instructions. Each group of instructions forms a subgraph in the data flow graph of the input program as illustrated in Figure 2b.

Step 1: Constructing Static Islands from Loops. Here we introduce four pre-conditions for determining whether a loop should be statically or dynamically scheduled. The first two pre-conditions are restricted by the tools we use, and the other two pre-conditions are restricted by the input code.

Condition 1: Vitis HLS Loop Restrictions. Apart from the features in Section 4.1, Vitis HLS, the tool we use for static scheduling, has additional restrictions for loops to achieve efficient loop pipelining [37, 46]. First, loop nests that cannot be merged into a single loop cannot be optimally pipelined by Vitis HLS. If a loop nest cannot be merged, Vitis HLS either pipelines the top-level loop with all the inner loops fully unrolled, or only pipelines the innermost
loops with the rest of the code sequential. Additionally, support for estimating loop trip count from variable loop bounds is limited in Vitis HLS. The scheduler prefers that all the loop bounds and step of a loop to be constant. Finally, all the array indices should be in affine form as the analyser only supports affine analysis. We formalise these features into following constraints:

- \( l_{\text{single}} \): the loop is a single loop\(^1\) or the loop is a loop nest that can be merged into a single loop.
- \( B_{\text{cst}} \): all the loop bounds and steps are constant.
- \( \alpha_{\text{affine}} \): all the array indices are in affine form.

A pre-condition of a loop to be scheduled by Vitis HLS is:

\[
C_{\text{VHLS}} = l_{\text{single}} \land B_{\text{cst}} \land \alpha_{\text{affine}}
\]

**Condition 2: DASS Shared Memory Restrictions.** DASS, the tool we use as an HLS tool, also has restrictions on shared memory between static islands and DS hardware. Static islands are treated as black boxes by the DS hardware, and memory dependence between SS and DS hardware cannot be handled by DASS [12]. That is, a loop should not have memory dependence with external code. In the data flow graph, the memory dependence is controlled by LSQs. Here we restrict that loops sharing an LSQ with other loops cannot be statically scheduled. We define the following:

- \( L = \{l_0, l_1, \ldots\} \): the set of all the loops in the program.
- \( Q \): the set of all the LSQs in the data flow graph of a program if the program is dynamically scheduled.
- \( Q_{\ell} \): the set of all the LSQs connected to the data flow graph of loop \( \ell \) if the loop is dynamically scheduled.

The restriction by DASS for a loop \( \ell \) is then:

\[
C_{\text{DASS}} = (\forall l' \in L \setminus \{\ell\}, Q_{\ell} \cap Q_{l'} = \emptyset)
\]

**Condition 3: Loop with No Branches.** Now we discuss the conditions restricted by the code. A minimum II for an loop iteration is the number of cycles that the iteration must wait after its last iteration starts. Dynamic scheduling supports different minimum IIs across loop iterations, while static scheduling allows a constant II value for all the iterations. If the minimum II is the same across all the loop iteration, the loop should be statically scheduled. Otherwise, all the IIs are relaxed to the maximum value among all the minimum IIs, which causes reduced throughput.

An II of a loop depends on two constraints, iteration latency and inter-iteration dependence [50]. Assuming that all operators take constant time, the iteration latency is a constant if the loop body does not have branch.\(^2\) The inter-iteration dependence is amenable when a loop does not have inter-iteration dependence or its dependence distance is constant. We define following constraints:

- \( D_{\text{inter}} \): the loop has inter-iteration dependence.
- \( D_{\text{cst}} \): the distances of all the inter-iteration dependences in the loop are constant.
- \( B_{\text{loop}} \): the loop body has branches.

Then the loops that satisfy the following condition should be statically scheduled, where iteration latency and dependence distance are both constant, resulting in a constant II:

\[
C_0 = \neg B_{\text{loop}} \land (D_{\text{cst}} \lor \neg D_{\text{inter}})
\]

\(^1\)A innermost loop of a loop nest can be considered as a single loop.

\(^2\)This assumes that all the functions called in the loop are inlined.

### Table 2: Reference for the scheduling approach that needs to taken for a loop. DS = dynamic scheduling. SS = static scheduling. DS/SS = depending on our performance model.

<table>
<thead>
<tr>
<th>Iteration latency</th>
<th>Dependence distance</th>
</tr>
</thead>
<tbody>
<tr>
<td>Constant</td>
<td>SS</td>
</tr>
<tr>
<td>Variable</td>
<td>SS/DS</td>
</tr>
<tr>
<td></td>
<td>Constant DS</td>
</tr>
<tr>
<td></td>
<td>Variable DS</td>
</tr>
</tbody>
</table>

For instance, a loop below has no branch but inter-iteration dependence on array \( A \). When \( f(i) = i \times i \), the dependence distance varies over iterations, then the loop cannot be statically scheduled. When \( f(i) = i + 10 \), the dependence distance is 10, then the loop can be statically scheduled.

**Condition 4: Loop with Branches.** A loop that contains branches may have a set of iteration latencies and could lead to a set of IIs. In static scheduling, the maximum value of II among these IIs is used for all the loop iterations. Such approximation could cause throughput loss compared to dynamically scheduling the loop. In order to evaluate the throughput loss caused by the II approximation, we propose a performance model specified by following constraints:

- \( V_C = \{v_0, v_1, \ldots\} \): the set of all the variables in the loop that have carried dependences.
- \( P_v \): the vector of all the cycles for a variable that has carried dependences. \( v \in V_C \).
- \( T_v \): the vector of the latencies of these cycles in clock cycles.
- \( W_v \): the vector of the probabilities of computing these cycles. \( W_v \cdot 1 = 1 \).
- \( \lambda_0 \): affordable loss factor.
In order to perform throughput analysis, a data flow graph is generated from the source of the loop. In the graph, each carried dependence on a variable is represented as a set of cycles. For instance, the left side of Figure 3 shows a loop example that contains a branch. The loop checks whether the value of an array element \( A[1] \) is less than 1. If it is, the variable \( s \) is updated by \( s*d+d2*(d+0.1) \), otherwise \( s \) accumulates \( d \).

The data flow graph of the loop example is on the right of Figure 3. There are two variables that have carried dependences, \( V_C = \{ s, i \} \). In the figure, the cycle on the top right represents the carried dependence on \( i \). The value of \( i \) always increments by 1 in each iteration, where \( |P_i| = 1 \). The cycles on the left represent the carried dependences on \( s \). The value of \( s \) depends on the if condition, so there are two cycles in graph representing the results from true and false branches respectively, where \( |P_s| = 2 \).

Each cycle has a latency and a probability, formalised as elements in \( T_s \) and \( W_v \) respectively. The latency indicates the minimum time in clock cycles required to update the variable with carried dependence, also known as the iteration latency of the cycle. \( W_v \) are obtained by profiling. In Figure 3, the cycle for \( i \) has a fixed latency of 1. Therefore, \( T_i = 1 \) and \( W_i = 1 \). Assuming that the probability of if condition being true is 0.5, \( W_s = (0.5, 0.5) \), and assuming that the latency of a floating point adder is always 5 cycles and the latency of a floating point multiplier is always 4 cycles, the cycle for the true branch has a latency of 9, and the cycle for the false branch has a latency of 5, that is, \( T_s = (9, 5) \).

The performance of the loop can be estimated using the latencies and probabilities of cycles. Dynamic scheduling supports a variable iteration latency, and the average iteration latency for a variable \( v \) is represented as \( T_{v,\text{dynamic}} \). Static scheduling supports a constant iteration latency, and the iteration latency for a variable \( v \) is then the maximum latency among all the cycles, represented as \( T_{v,\text{static}} \).

\[
T_{v,\text{dynamic}} = T_v \cdot W_v \\
T_{v,\text{static}} = \max T_v
\]

We simplify our analysis by restricting that the loop only has no inter-iteration dependence or inter-iteration dependences with constant dependence distance. A loop that has dynamic dependence distances should be dynamically scheduled. The average IIs are:

\[
T_{\text{dynamic}} = \max_{e \in V_C} T_{e,\text{dynamic}} \\
T_{\text{static}} = \max_{e \in V_C} T_{e,\text{static}} \\
I_{\text{dynamic}} = \frac{T_{\text{dynamic}}}{d} \\
I_{\text{static}} = \frac{T_{\text{static}}}{d}
\]

The satisfied loop then has a constant minimum dependence distance, \( d \). The final II of both SS and DS loops is restricted by the maximum II among all the variables that have carried dependences. In Figure 3, the II is restricted by the variable \( s \). The performance loss caused by switching a DS loop to a SS loop can be estimated using a loss factor \( \lambda \).

\[
\lambda = \frac{I_{\text{static}} - I_{\text{dynamic}}}{I_{\text{dynamic}}} = \frac{T_{\text{static}} - T_{\text{dynamic}}}{T_{\text{dynamic}}}
\]

The constant \( d \) is then cancelled. If the throughput loss caused by approximating the II is affordable for a user-defined threshold \( \lambda_0 \), the loop is then statically scheduled.

\[
C_\lambda = (\lambda_0 - \lambda \geq 0)
\]

A curve of the loss factor for the loop in Figure 3 over the distribution of if condition being true is shown in Figure 4. Our estimated loss factor is close to the one by simulation. For the example in Figure 3, \( \lambda = 0.28 \). Assuming \( \lambda_0 = 0.05 \), our tool suggests to dynamically schedule the loop. The loop still has SS parts in the loop body, resulting in the DASS1 design by step 2, which are explained later in this paper. Based on the performance model, loops that satisfy the following condition should be statically scheduled:

\[
C_1 = B_{\text{if}} \land (D_{\text{cst}} \lor \neg D_{\text{inter}}) \land C_\lambda
\]

**Summarised Condition.** The summarised condition that indicates whether a loop should be statically scheduled is shown in Equation 1. Table 2 summarises Equation 1 based on the source patterns. Each loop to be statically scheduled is considered as a single static island. Any two adjacent SS loops are further merged into a static island in step 2.

\[
C_{\text{static loop}} = CVHLS \land CDASS \land (C_0 \lor C_1)
\]

**Step 2: Constructing Static Islands from Instructions.** If a loop is not amenable for static scheduling, our tool extracts static islands from the loop body at instruction level. We consider each extracted SS loop or each DS operation as a single node in the data flow graph of the function. We define following terms:

- \( N \): the set of all the nodes in the data flow graph.
- \( E \rightarrow N \times N \): the set of all the edges in the graph.
- \( M \rightarrow \{0, 1\} \): whether these nodes can be merged.
- \( S \rightarrow \mathbb{N} \): the ID of static island to which a node belongs.

We specify the merging rule as follows:

1. Each node is considered as a static island.
(2) Node that does not have the same throughput at all its input and output ports cannot be merged, e.g. Merge, Branch and Mux. This avoids performance loss in pipelining data-dependent operations.

(3) Nodes that connects to a LSQ cannot be merged for the same reason explained in Condition 2.

Based on the rules above, our tool iteratively merges nodes into larger static islands. For instance, the dotted circles in Figure 3 represent the merged static islands in the graph. Each island can be synthesised into a single component. The following condition holds after extracting static islands.

$$
\forall (n_0, n_1) \in E, S(n_0) = S(n_1) \lor \neg(M(n_0) \land M(n_1))
$$

The main benefit of static scheduling is enabling resource sharing in a static island. As an optimisation process, our tool evaluates the size of each island by counting the number of operations. If an island is too small that has no space for resource sharing, then it remains dynamically scheduled. For the example in Figure 3, only the island at the bottom left is amenable for static scheduling, while the other two islands are ignored. Table 3 shows the number of static islands found over a set of benchmarks.

<table>
<thead>
<tr>
<th>Benchmarks</th>
<th># Islands</th>
<th>Benchmarks</th>
<th># Islands</th>
</tr>
</thead>
<tbody>
<tr>
<td>vecNormTrans</td>
<td>2</td>
<td>getTanh</td>
<td>1</td>
</tr>
<tr>
<td>doitigenTriple</td>
<td>2</td>
<td>covariance</td>
<td>3</td>
</tr>
<tr>
<td>correlation</td>
<td>5</td>
<td>syr2k</td>
<td>1</td>
</tr>
<tr>
<td>levmarq</td>
<td>2</td>
<td>genvmer</td>
<td>3</td>
</tr>
<tr>
<td>gramSchmidt</td>
<td>7</td>
<td>gsummv</td>
<td>2</td>
</tr>
</tbody>
</table>

### 4.3 Optimising Static Islands using Offsets

Once a static islands is determined, it is synthesised and placed in a wrapper to communicate with its DS surroundings. The wrapper monitors and controls the computation of the static island based on its input and output states.

An offset of an input means the number of cycles between the start time of the computation and the time when this input is firstly used. An offset of an output means the number of cycles between the end time of the computation and the time when this output starts to be valid. This section introduces how to use the offsets to optimise the wrapper to improve the overall throughput. We first compare the throughput of the original wrapper in DASS and our proposed wrapper. Then we show how the proposed wrapper is implemented and its additional constraints.

#### 4.3.1 Throughput of Original DASS Wrapper Design

The offset can be used to determine when an input/output is required, which can affect the overall performance. The original wrapper assumes zero offsets for all the inputs, which requires all the inputs to be valid to start the computation [12]. When a static island is in a loop and has carried dependence, the latency of the static island affects the overall throughput. For a static island, let $M$ be the set of its inputs and $N$ be the set of its outputs. The carried dependence set among

$$
D \subseteq M \times N \times \mathbb{N} \times \mathbb{N} : (m, n, k_1, k_2) \in D
$$

$k_1$ and $k_2$ are the iteration indices, where $k_1 > k_2$. For instance, $(m, n, k_1, k_2)$ means the input $m$ in iteration $k_1$ depends on the output $n$ in iteration $k_2$. Now we formalise the time constraints, and all the times are in clock cycles. Let $t_{m,k}$ be the time when input $m$ in iteration $k$ is consumed and $t_{n,k}$ be the time when output $n$ in iteration $k$ becomes valid. The dependence constraint can be formulated as follows:

$$
\forall (m, n, k_1, k_2) \in D, t_{m,k_1} \geq t_{n,k_2}
$$

The DS surroundings use handshake interface to ensure that Equation 2 always holds. Here we use Equation 2 as a pre-condition for the following analysis in the static island.

Assume that a static island is pipelined with a constant II and always have the same latency. Let $\alpha_m$ be the offset of input $m$ and $L_n$ be the latency of output $n$. In an original wrapper design, all the inputs in the same iteration are synchronised:

$$
\forall m \in M, \alpha_m = 0
$$

$$
\forall m, m' \in M, k > 0, t_{m,k} = t_{m',k}
$$

The output value may become valid before the whole computation finishes, where the output offset is the time difference.
The time constraint for the output $n$ is then:

$$t_{n,k} \geq t_{m,k} + L_n$$

(5)

Substituting Equation 5 into Equation 2:

$$t_{m,k_1} - t_{m,k_2} \geq L_n - \alpha_m$$

(6)

The upper bound of II at $m$ only depends on the latency of the static island and dependence distance in iterations.

4.3.2 Throughput of Our Proposed Wrapper Design. We propose a new wrapper that does not require all the input to be valid before the computation. The component can start earlier with some missing inputs as long as these inputs are not required in the next clock cycle, that is, these inputs have non-zero offsets. If an input is required but not valid, the wrapper stalls the whole component until the input becomes valid.

For the new wrapper with positive offsets, Equation 4 no longer holds. The output constraint in Equation 5 now becomes:

$$t_{n,k} \geq t_{m,k} + L_m - \alpha_m$$

(7)

Substituting it into Equation 2:

$$t_{m,k_1} - t_{m,k_2} \geq L_n - \alpha_m$$

The upper bound of II at $m$ now also depends on its offset and is lower than Equation 6 when the offset is non-zero. Our proposed wrapper can avoid significant throughput loss when the offset and latency are both large.

4.3.3 Implementation of Proposed Wrapper. An example of static island with two inputs and one output is illustrated in Figure 5. The component takes two inputs $a$ and $b$ and returns a result $x$ as $(((0.9+a)\times0.7) + 0.3)\times b$. When the static island starts to compute, only $a$ is required to compute $(((0.9+a)\times0.7) + 0.3)$ before multiplying with $b$. Assuming each adder has a latency of 4 cycles and each multiplier has a latency of 5 cycles, $a$ has an offset of 0 and $b$ has an offset of 13.

Figure 5a is the original wrapper and Figure 5b is our proposed wrapper. Our proposed wrapper is implemented mainly in three parts. First, the interface of an input with zero offset, such as $a$, is implemented by the same handshake interface as the original wrapper. It checks the valid signal in a constant time interval specified by the II. The component takes bubble if the valid is not valid yet, where the data inside the component is still being processed [12]. Second, the interface of an input with positive offset, such as $b$, is controlled by an additional shift register. The shift register is synchronised with the pipeline state of the component. The time when $b$ is required is indicated by a certain bit of the shift register being set, i.e. the 13th bit for this example. When the bit is set but $b$ is not valid, the whole component is stalled waiting for $b$, where the data inside the component is all stalled.

Finally, the clock enable signal of the component is used to stall the component. Similar to the original wrapper, it is controlled by the back pressure and memory arbiter. The major difference from the original wrapper is that the absence of $b$ can also stall the component.

4.3.4 II Constraints of Proposed Wrapper. The component now can be stalled by both the inputs and the outputs (back pressure). An inappropriate II for this wrapper could cause deadlock. Here we show how to formalise the deadlock problem. Since the inputs may not be synchronised, the condition that always holds for the new wrapper design is:

$$\forall m, m' \in M, \alpha_m \geq \alpha_{m'}, t_{m',k} - \alpha_{m'} \leq t_{m,k} - \alpha_m$$

(8)

This means that an input with a larger offset $\alpha_m$ is always consumed later than another input with a smaller offset $\alpha_{m'}$ by at least $\alpha_m - \alpha_{m'}$ cycles. Then deadlock happens when an executing output is being required by an input:

$$\exists (m, n, k_1, k_2) \in D, m' \in M, t_{m',k_1} - \alpha_m - \alpha_{m'} < t_{n,k_2}$$

(9)

For instance, when the input $m'$ in iteration $k_1$ has propagated to the point where the input $m$ is required. The output $n$ in the iteration $k_2$ is still in the component, and the input $m$ is not valid because of Equation 2. The component is forever stalled, waiting for the output being stalled.

This never happens in the original wrapper because Equation 9 never holds under Equation 3. In order to avoid the deadlock in the new wrapper, an additional constraint is required to avoid Equation 9:

$$\forall (m, n, k_1, k_2) \in D, m' \in M, t_{m',k_1} - \alpha_m - \alpha_{m'} < t_{n,k_2}$$

(10)

This always holds when $\alpha_m \leq \alpha_m'$. For $\alpha_m > \alpha_m'$, substituting Equation 7 into the equation above:

$$t_{m',k_1} + \alpha_m - \alpha_{m'} \geq t_{m',k_2} + L_n - \alpha_m$$

$$t_{m',k_1} \geq t_{m',k_2} + L_n - \alpha_m$$

Assume that a static island is synthesised and pipelined with a constant II of $P$. Since the input $m'$ is not synchronised with the input $m$, the actual II of $m'$ is still restricted by $P$:

$$t_{m',k_1} \geq t_{m',k_2} + P(k_1 - k_2)$$

Then constraint then becomes:

$$P(k_1 - k_2) \geq t_{m',k_1} - t_{m',k_2} + P(k_1 - k_2)$$

(11)

In summary, the original wrapper assumes no offsets and may have suboptimal performance. We propose a new wrapper design that has a improved throughput upper bound with II constraints. Our tool checks if the condition holds. If it does not hold and $D$ is data-dependent, the static island is split into multiple static islands with zero offsets. For instance, the static island in Figure 5b can be split into two island annotated by the red dotted line. If it does not hold and $D$ is known, the tool relaxes the II of the component until Equation 11 holds to avoid deadlock. Even $P$ is restricted, the lower bound of $P$ is still no greater than the optimal II, so the optimal throughput is still reachable. Table 4 evaluates the performance improvement by replacing original wrappers with our wrappers. The area change of a wrapper is negligible compared to the total area of the designs.
We evaluate our work on a set of realistic benchmarks, comparing what HLS tools can already comfortably handle. Therefore, we list wall clock time. The IIIs of static islands are automatically chosen by with the corresponding SS and DS designs in total circuit area and wrappers with offset optimisation are generated as part of design. Vivado XSIM simulator and the area results from Post Synthesis.

Table 4: Comparison of total cycles between the designs using the original wrapper and our new wrapper. When there is a dependence between the input and output of a static island, the throughput of hardware using original wrapper is significantly worse, otherwise only the latency is affected.

<table>
<thead>
<tr>
<th>Benchmarks</th>
<th>Original wrapper</th>
<th>Our wrapper</th>
</tr>
</thead>
<tbody>
<tr>
<td>vecNormTrans</td>
<td>17439</td>
<td>6703</td>
</tr>
<tr>
<td>doitgenTriple</td>
<td>329016</td>
<td>263435</td>
</tr>
<tr>
<td>levmarq</td>
<td>54315</td>
<td>54296</td>
</tr>
</tbody>
</table>

4.4 Tool Flow
DASS internally relies on Vitis HLS and Dynamatic: 1) Vitis HLS generates the static components, 2) Dynamatic generates the dynamically scheduled circuits, and 3) DASS itself generates the wrappers around static components so that they can communicate with their dynamically scheduled surroundings. DASS then puts the three design files together as the final design in RTL. Our work is a new extension in the DASS flow.

Figure 1 illustrates the complete tool flow with our work integrated. The input code is analysed by our static island analyser in two steps to determine static islands in loops and instructions. These static islands are then synthesised by Vitis HLS through its LLVM front end [48]. The offset constraints are extracted from the scheduling reports of static islands. The DS code region is transformed into a dot graph buffered with offset constraints, and then translated into a hardware netlist of DS components. Finally, the wrappers with offset optimisation are generated as part of design.

5 EXPERIMENTS
We evaluate our work on a set of realistic benchmarks, comparing with the corresponding SS and DS designs in total circuit area and wall clock time. The IIIs of static islands are automatically chosen by the II analyser in DASS [13]. We obtain the total clock cycles from Vivado XSIM simulator and the area results from Post Synthesis report in Vivado. The FPGA family we used for result measurements is xc7z020clg484 and the version of Xilinx software is 2020.2.

5.1 Benchmarks
The benchmarks are chosen based on whether they lack the features mentioned in Section 4.1, that is, fully static scheduling is suboptimal. Finding suitable benchmarks is a perennial problem for papers that push the limits of HLS, in part because existing benchmark sets such as Polybench [38] and CHStone [24] tend to be tailored to what HLS tools can already comfortably handle. Therefore, we list ten realistic benchmarks, where most of them are modified from Polybench. In the first six benchmarks, regular computations are translated into sparse computations to improve the performance. The last four benchmarks have complex loop nests.

vecNormTrans is the motivating example in Figure 2a. doitgenTriple is a weighted version of Multi-resolution analysis kernel (MADNESS).
correlation computes the correlation matrix.

levmarq is an implementation of the Levenberg-Marquardt algorithm to solve least-squares problems [35].
gramSchmidt is an optimised version Gram-Schmidt decomposition, which conditionally computes matrix based on the 2-norm of the rows in a matrix [22].
getTanh transforms a vector using a tanh function, where the tanh function has different latencies for inputs in different regions.
covariance computes the covariance matrix.
syr2k is a symmetric rank-2k update for two matrices.
gemver is vector multiplication and matrix addition.
gesummv is scalar, vector and matrix multiplication.

Figure 6: Comparison with the manual DASS designs in [12]. The manual DASS designs are at (1, 1) and the points represent the designs by our approach. For most benchmarks, our tool achieves the same hardware as the hardware manually designed by experts. For certain benchmarks, our tool even finds better static islands than those in the manual designs, resulting in smaller area or better performance. The small difference in performance is mainly caused by different maximum frequencies of the designs. We expect higher performance in getTanh(int) but the result is restricted by the pipelining capabilities of Dynamatic for complex loops.

Figure 7: Comparison with the designs with the best performance. The best performant design is normalised at 1, and the points represent the relative performance of our designs for evaluated benchmarks.
Table 5: Evaluation of our approach on a set of benchmarks. The first part of table evaluates the benchmarks that are amenable to our approach; and the second part of the table evaluates the benchmarks that do not have data-dependent operations. SS = the designs directly synthesised by Vitis HLS. DS = the designs directly synthesised by Dynamatic. DASS = the designs synthesised by DASS using our proposed approach. ADP = area-delay product.

<table>
<thead>
<tr>
<th>Benchmarks</th>
<th>IIs</th>
<th>LUTs</th>
<th>DSPs</th>
<th>Cycles</th>
<th>Fmax (MHz)</th>
<th>Wall clock time (s)</th>
<th>Norm. ADP</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>SS</td>
<td>DS</td>
<td>DASS</td>
<td>SS</td>
<td>DS</td>
<td>DASS</td>
</tr>
<tr>
<td></td>
<td></td>
<td>SS</td>
<td>DS</td>
<td>DASS</td>
<td>SS</td>
<td>DS</td>
<td>DASS</td>
</tr>
<tr>
<td></td>
<td></td>
<td>SS</td>
<td>DS</td>
<td>DASS</td>
<td>SS</td>
<td>DS</td>
<td>DASS</td>
</tr>
<tr>
<td>vecNormTrans</td>
<td>9, 2</td>
<td>1.61k</td>
<td>21.3k</td>
<td>2.86k</td>
<td>5</td>
<td>20</td>
<td>7</td>
</tr>
<tr>
<td></td>
<td></td>
<td>7</td>
<td>12.3k</td>
<td>6.08k</td>
<td>6.70k</td>
<td>121</td>
<td>89.7</td>
</tr>
<tr>
<td></td>
<td></td>
<td>100</td>
<td>106</td>
<td>102μ</td>
<td>63.1μ</td>
<td>67.8μ</td>
<td>1</td>
</tr>
<tr>
<td></td>
<td></td>
<td>2.7</td>
<td>0.87</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>doigtaniple</td>
<td>5, 5</td>
<td>768</td>
<td>21.8k</td>
<td>20.4k</td>
<td>10</td>
<td>10</td>
<td>10</td>
</tr>
<tr>
<td></td>
<td></td>
<td>20</td>
<td>399k</td>
<td>198k</td>
<td>263k</td>
<td>121</td>
<td>87.6</td>
</tr>
<tr>
<td></td>
<td></td>
<td>8.6</td>
<td>3.3m</td>
<td>2.26m</td>
<td>3.01m</td>
<td>1</td>
<td>1.4</td>
</tr>
<tr>
<td></td>
<td></td>
<td>0.91</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>correlation</td>
<td>4, 10, 1, 4</td>
<td>2.13k</td>
<td>14.3k</td>
<td>6.72k</td>
<td>5</td>
<td>36</td>
<td>22</td>
</tr>
<tr>
<td></td>
<td></td>
<td>79.9k</td>
<td>66.6k</td>
<td>70.0k</td>
<td>70.1k</td>
<td>121</td>
<td>80.5</td>
</tr>
<tr>
<td></td>
<td></td>
<td>80.5</td>
<td>103</td>
<td>661μ</td>
<td>827μ</td>
<td>680μ</td>
<td>9</td>
</tr>
<tr>
<td></td>
<td></td>
<td>4.3</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>levmarq</td>
<td>59, 6</td>
<td>2.42k</td>
<td>22.4k</td>
<td>6.74k</td>
<td>15</td>
<td>153</td>
<td>22</td>
</tr>
<tr>
<td></td>
<td></td>
<td>204k</td>
<td>51.2k</td>
<td>54.3k</td>
<td>121</td>
<td>120</td>
<td>120</td>
</tr>
<tr>
<td></td>
<td></td>
<td>1.69μ</td>
<td>427μ</td>
<td>452μ</td>
<td>1</td>
<td>2.6</td>
<td>0.59</td>
</tr>
<tr>
<td>gramSchmidt</td>
<td>1, 34, 1, 1, 15, 2</td>
<td>3.27k</td>
<td>15.1k</td>
<td>15.9k</td>
<td>5</td>
<td>49</td>
<td>31</td>
</tr>
<tr>
<td></td>
<td></td>
<td>375k</td>
<td>99.0k</td>
<td>61.0k</td>
<td>121</td>
<td>117</td>
<td>117</td>
</tr>
<tr>
<td></td>
<td></td>
<td>3.11m</td>
<td>844μ</td>
<td>519μ</td>
<td>1</td>
<td>2.7</td>
<td>1</td>
</tr>
<tr>
<td>getTan</td>
<td>4</td>
<td>892</td>
<td>3.79k</td>
<td>1.32k</td>
<td>16</td>
<td>16</td>
<td>5</td>
</tr>
<tr>
<td></td>
<td></td>
<td>1.03k</td>
<td>1.04k</td>
<td>1.03k</td>
<td>121</td>
<td>120</td>
<td>120</td>
</tr>
<tr>
<td></td>
<td></td>
<td>8.5μ</td>
<td>8.7μ</td>
<td>8.6μ</td>
<td>1</td>
<td>3.1</td>
<td>0.31</td>
</tr>
<tr>
<td>Norm. median</td>
<td></td>
<td>1×</td>
<td>7.99×</td>
<td>2.97×</td>
<td>1×</td>
<td>5.6×</td>
<td>1×</td>
</tr>
<tr>
<td></td>
<td></td>
<td>0.50×</td>
<td>0.60×</td>
<td>0.86×</td>
<td>0.93×</td>
<td>1×</td>
<td>0.68×</td>
</tr>
<tr>
<td></td>
<td></td>
<td>0.76×</td>
<td>2.6×</td>
<td>0.89×</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>covariance</td>
<td>4, 6, 4</td>
<td>2.33k</td>
<td>7.91k</td>
<td>4.24k</td>
<td>5</td>
<td>9</td>
<td>9</td>
</tr>
<tr>
<td></td>
<td></td>
<td>92.3k</td>
<td>72.9k</td>
<td>84.0k</td>
<td>121</td>
<td>86.1</td>
<td>99.8</td>
</tr>
<tr>
<td></td>
<td></td>
<td>764μ</td>
<td>847μ</td>
<td>841μ</td>
<td>1</td>
<td>2</td>
<td>2</td>
</tr>
<tr>
<td>syr2k</td>
<td>4</td>
<td>829</td>
<td>4.04k</td>
<td>3.52k</td>
<td>5</td>
<td>19</td>
<td>8</td>
</tr>
<tr>
<td></td>
<td></td>
<td>81.4k</td>
<td>66.5k</td>
<td>78.7k</td>
<td>121</td>
<td>98.1</td>
<td>118</td>
</tr>
<tr>
<td></td>
<td></td>
<td>675μ</td>
<td>678μ</td>
<td>665μ</td>
<td>1</td>
<td>3.8</td>
<td>1.6</td>
</tr>
<tr>
<td>gemver</td>
<td>6, 4, 4</td>
<td>1.44k</td>
<td>8.32k</td>
<td>3.24k</td>
<td>10</td>
<td>28</td>
<td>17</td>
</tr>
<tr>
<td></td>
<td></td>
<td>599k</td>
<td>611k</td>
<td>532k</td>
<td>115</td>
<td>106</td>
<td>106</td>
</tr>
<tr>
<td></td>
<td></td>
<td>5.23m</td>
<td>5.76m</td>
<td>5.01m</td>
<td>1</td>
<td>3.1</td>
<td>1.6</td>
</tr>
<tr>
<td>gesummv</td>
<td>1, 10</td>
<td>2.11k</td>
<td>3.37k</td>
<td>2.75k</td>
<td>8</td>
<td>18</td>
<td>14</td>
</tr>
<tr>
<td></td>
<td></td>
<td>71.2k</td>
<td>262k</td>
<td>68.8k</td>
<td>121</td>
<td>113</td>
<td>102</td>
</tr>
<tr>
<td></td>
<td></td>
<td>589μ</td>
<td>231m</td>
<td>673μ</td>
<td>1</td>
<td>8.8</td>
<td>2</td>
</tr>
<tr>
<td>Norm. median</td>
<td></td>
<td>1×</td>
<td>4.14×</td>
<td>2.03×</td>
<td>1×</td>
<td>2.53×</td>
<td>1×</td>
</tr>
<tr>
<td></td>
<td></td>
<td>0.92×</td>
<td>0.94×</td>
<td>0.87×</td>
<td>0.89×</td>
<td>1×</td>
<td>1.10×</td>
</tr>
<tr>
<td></td>
<td></td>
<td>1.04×</td>
<td>1×</td>
<td>3.5×</td>
<td>1.8×</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

5.2 Results

Compared with the manual designs by experts over the benchmarks in the original DASS paper [12], most of the designs generated by our tool have comparable performance and area as shown in Figure 6. Compared with the fastest designs discovered via exhaustive search over the selected ten benchmarks, our approach generates designs that are within 2% of the performance as shown in Fig. 7. Details are shown in Table 5. The first part of the table shows the detailed results of the six benchmarks where dynamic scheduling should significantly improve the throughput. First, as shown in Section 2, vecNormTrans has high throughput because the input dependent computation remains in DS part, and our tool enables resource sharing and LSQ removing. doigtaniple has two loops in sequence that have memory dependence scheduled by a LSQ. Since static islands cannot share LSQs, these loops remain dynamically scheduled. The loop bodies of two loops can still be synthesised as static islands, resulting in significantly reduced DSPs. A big difference between the DASS hardware and DS hardware is because the difference of the latencies of floating-point adders in two tools, which affects the throughput. This also occurs in levmarq.

correlation has complex loop nests and conditional computation on the standard deviation to avoid zero-divide. Dynamic pipelining has the top-level loop, while Vitis HLS only pipelines innermost loops. This is more significant for large benchmarks levmarq and gramSchmidt. The DASS hardware and DS hardware avoid that and achieve higher throughput. There is a significant performance improvement in gramSchmidt when switch DS to DASS, because Vitis HLS uses advanced fadd ops for floating-point accumulation which has a latency of 1 cycle, while Dynamic uses normal fadd ops which has a latency of 4 cycles.

getTanh is a special case, where DASS hardware has close performance as SS hardware but smaller area. In static scheduling, the scheduler assumes all the elements in the input vector are in the linear region, resulting in an II of 1 for the high-precision computation. In DASS, the code region that performs high-precision computation is synthesised as a static island. Knowing the probability of the input that is in the saturation region by profiling, the II of the static island can be relaxed. Overall, the average area-delay product of our designs is better than both SS and DS designs.

The second part of Table 5 shows area advantages over naive dynamic scheduling which is separated from those benchmarks where dynamic scheduling provides an advantage. They are more classic benchmarks where static scheduling would be an obvious approach. Overall, the latencies of designs by three approaches is close but the areas are significantly different. The reduced cycles from DS to DASS is caused by the use of facc ops. Our approach is able to reduce the overhead of using dynamic scheduling. However, DASS cannot share resource between two static islands as explained in Section 4. This results in larger area-delay product compared to SS designs.

6 CONCLUSIONS

Existing HLS tools require user to manually specify their scheduling constraints to achieve high performance and area efficient hardware designs. In this work, we present a rule-based technique to automatically select the scheduling strategies for the input programs. Our tool also optimises the interface between code regions using different scheduling strategies to achieve high performance.

We show how to use our approach to automatically determine the static islands in a DS circuit. Across a range of benchmarks that are amenable to our approach, our approach on average achieves a 3.8-fold reduction in area combined with a 13% performance boost through automatic identification and synthesis of static islands from fully dynamically scheduled circuits. The performance of the resulting hardware is close to optimum. Our future work will explore the fundamental limits of this approach, both theoretically and practically, such as optimizing static islands in implementation [23].
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